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Abstract: In this study, we investigate the use of the filler particles (FPs) uh, um, hm, as well as glottal
FPs and tongue clicks of 100 male native German speakers in a corpus of spontaneous speech. For
this purpose, the frequency distribution, FP duration, duration of pauses surrounding FPs, voice
quality of FPs, and their vowel quality are investigated in two conditions, namely, normal speech and
Lombard speech. Speaker-specific patterns are investigated on the basis of twelve sample speakers.
Our results show that tongue clicks and glottal FPs are as common as typically described FPs, and
should be a part of disfluency research. Moreover, the frequency of uh, um, and hm decreases in
the Lombard condition while the opposite is found for tongue clicks. Furthermore, along with the
usual F1 increase, a considerable reduction in vowel space is found in the Lombard condition for
the vowels in uh and um. A high degree of within- and between-speaker variation is found on the
individual speaker level.

Keywords: filler particles; filled pauses; pauses; disfluencies; hesitation; speaker-specificity; forensic
phonetics

1. Introduction

The focus of this paper is on filler particles (FPs) such as uh and um and tongue clicks,
phenomena that are typical for, and often observed in, spontaneous speech. Frequently,
though not exclusively, FPs occur in the vicinity of speech pauses. The distribution of FPs
connected to pauses and stretches of speech is investigated here, as well as the question of
whether the different FP types behave differently. A large corpus of German spontaneous
speech was analysed with respect to the frequency of occurrence of various FP types, along
with their pause context, duration, voice quality, and vowel quality.

Pauses are a vital part of speech (Trouvain and Werner 2022); speech breathing physi-
cally requires the interruption of speech, as usually only the egressive pulmonic airstream
is used to produce speech (Clark et al. 2007). In addition, pauses function as structuring
devices (Oliveira 2002; Swerts 1998), that is, as intentional rhetorical devices to emphasise
parts of speech (O’Connell and Kowal 2005, 2008) or as a hesitation strategy allowing the
speaker to structure their thoughts and utterances (Clark and Fox Tree 2002; Goldman-
Eisler 1972). What is considered as a pause, however, is not as easily described as this term
suggests. From a lay point of view, a pause suggests that some kind of action is suspended
for a certain amount of time only for this same action to be resumed again later. Therefore,
a speech pause is an interruption of speech that lasts for a certain amount of time. The
interruption of speech can be viewed from at least two different angles: (1) the propositional
message can be interrupted and resumed after a certain amount of time (in line with (Clark
and Fox Tree 2002)’s idea of a primary signal that is interrupted by collateral signals such
as disfluencies), or (2) the speech production activity, and as such the acoustic signal that
originates from the speaker, can be interrupted (see (Belz 2021)). While it is true that
the articulatory movement is suspended when the propositional message is paused, the
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inverse is not necessarily the case. The propositional message can be suspended while the
articulatory movement continues, e.g., producing repetitions or (non-)lexical filler particles
(like, you know, uh/um). While one view is not superior to the other, it should be made very
clear how a pause is defined whenever the concept is relevant. For this study, we adopt the
second view of pauses, i.e., that a pause is an interruption of the articulatory movement.

FPs are often described as filled pauses, which can be considered an oxymoron in the
sense that the interruption of speech is filled with speech material (Belz 2021). When
considering the first description of a pause, the term filled pause makes more sense; the
pragmatic message is interrupted, and this interruption is filled with speech material that
is not part of the same message. For consistency with our adopted description of a pause,
and in line with other scholars (Belz 2021; Fuchs and Rochet-Capellan 2021; Trouvain and
Werner 2022), we use the term filler particle for such phenomena as uh and um, and avoid the
term filled pause altogether. Typical FPs can occur within two stretches of speech production
silence,1 though they are not limited to this position and frequently occur within a speech
utterance with no silence on either side. Another phenomenon that serves a similar function
as uh and um and occurs in similar positions as these typical FPs is the purely nasal FP type,
hm. Less often described are glottal FPs and tongue clicks (however, see (Smith and Clark
1993)). We consider tongue clicks as potential FPs that can be used for self-repair (Li 2020) or
when having trouble finding a word (Ogden 2020; Trouvain and Malisz 2016) as situations
that are typical when using FPs.

Research on pauses, FPs, and disfluencies in general has become more frequent in
the last decades, and most work has focused on the frequency distribution, duration,
and vowel quality of FPs. However, most of these studies focus on English data, and
research on German data mostly focuses on one or two aspects, such as the frequency
distribution (Bellinghausen et al. 2019; Braun and Rosin 2015), fundamental frequency
and duration (Batliner et al. 1995), vowel quality (Pätzold and Simpson 1995), vowel
quality and fundamental frequency (Klug and König 2012), or vowel quality, duration, and
frequency (Niebuhr and Fischer 2019). In a few cross-language comparisons, German has
been investigated alongside other European languages, such as English, Dutch, and French
(de Leeuw 2007; Gerstenberg et al. 2018; Lo 2020; Muhlack 2020). Other studies have looked
at FPs in first vs. second languages (L1 vs. L2), e.g., in L2 German by speakers with several
different L1 backgrounds (Belz and Klapi 2013; Belz et al. 2017; Muhlack 2020; Reitbrecht
2017). A comprehensive phonetic analysis of FPs in German was recently provided by Belz
(2017, 2018, 2021); (Belz and Reichel 2015; Belz and Trouvain 2019) investigated several
features of FPs (especially uh and um), among which were the voice quality of FPs and the
occurrence of glottal FPs. The study reported here follows Belz (2021) in describing the
phonetic characteristics of FPs in German by examining different features such as their
frequency distribution and duration, along with the pause context, voice quality, and vowel
quality uttered by 100 male native German speakers.2 The features of pause context and
voice quality are under-researched aspects of FPs which is why they are included here.
Benefits from this study include the number of speakers examined, the inclusion of a
Lombard condition, and the number of features investigated, both for their general trends
and on an individual speaker level. Because data from 100 speakers poses problems for
qualitative analyses, speaker specificity is examined by means of comparing the individual
patterns of twelve sample speakers. In the following, we provide a brief non-exhaustive
overview of the literature on FP research in different languages.

1.1. Frequency Distribution

Several previous studies have reported disfluency rates per minute, however, these
are mostly not directly comparable, as different phenomena were considered. Braun and
Rosin (2015) reported a disfluency rate of 4.5–12.3 per minute (for 10 speakers) when
looking at typical FPs (uh, um), the nasal FP hm, and initial and final vowel and consonant
lengthenings in German. Belz (2021) reported an FP rate of 2.9 FPs per minute (range:
1.4–4 disfl./min) for the GECO-FP corpus (Belz 2019) and a rate of 4.3 FPs per minute
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(range: 1.9–11.3 disfl./min) for the BeDiaCo (Belz and Mooshammer 2020), both of which
are German dialogue corpora. For English, Clark and Fox Tree (2002) reported an FP rate
(uh and um only) of 17.3 per 1000 words ranging from 1.2 to 88.5 FPs per 1000 words for 65
speakers. This rate translates to 2.6 FPs per minute when assuming an average of 150 words3

produced per minute. Considering FPs, pauses, repetitions, and false starts, Maclay and
Osgood (1959) found a mean disfluency rate of 10.97 per 100 words (16.5 disfl./min) ranging
from 5 to 15 disfluencies per 100 words for thirteen different speakers of English. Shriberg
(1994) reported a disfluency rate of 0.01–0.08 disfluencies per word (1.5–12 disfl./min)
for three English corpora, including FPs as well as repetitions, false starts, and repairs.
McDougall and Duckworth (2017) reported an FP rate for English (including only uh and
um) ranging from approximately 2–8 FPs per 100 syllables (appr. 5–20 disfl./min).4 An
overview of these studies shows the large variation in the or consideration of disfluencies
for each study, and that there is no standard unit in which the rate is reported. Time units
can stated in be minutes, as the rate per word, rate per 100 words (or syllables), or even
rate per 1000 words. It should be noted that a disfluency rate per word/s may not be the
most useful unit, as word lengths may differ considerably (especially in German, where
compounding is very frequent), as well as because differences in word length between
languages makes cross-language comparison difficult (Trouvain 2004). A rate per, e.g.,
100 syllables (or even phones) may be more useful, although the syllable structure and
complexity may pose problems for cross-language comparisons in this case as well.

Here, we consider tongue clicks as potential FPs (Belz 2023), as they frequently occur
in pauses and their function as a hesitation device has been reported previously in Trouvain
and Malisz (2016). We see a large variation between studies and individuals in the use
of tongue clicks. A rate of 1.3 clicks per minute was reported for English dialogues in
Ogden (2013); however, a high variation between speakers was observed. Trouvain and
Malisz (2016) found a click rate of 6–12 per minute for one native English speaker who
was regarded as a heavy clicker. However, Zellers (2022) found a rate ranging between
1–5.4 clicks per minute for twelve Swedish speakers. It seems that speakers vary in their
clicking behaviour; however, Gold et al. (2013) argued that speakers of English do not vary
sufficiently in terms of their click distribution, and that audio material available in forensic
cases may be too short for the click frequency to be a useful feature.

1.2. Duration of Filler Particles

When looking at the duration of FPs, usually only the FPs uh, um, and hm are con-
sidered. Belz (2021) reported the following values for these FPs in German data: a mean
of 262 ms (sd = 121 ms) for uh, 396 ms (sd = 140 ms) for um, and 450 ms (sd = 183 ms)
for hm. The same duration pattern (uh shortest, hm longest) was reported by de Leeuw
(2007) for German (though not for English and Dutch): 317 ms (sd = 113 ms) for uh,
457 ms (sd = 161 ms) for um, and 470 ms (sd = 234 ms) for hm. It is often reported that the
vowel in vocalic-nasal FP types is shorter than in purely vocalic FPs (Belz 2021; Hughes
et al. 2016), and that the former type is more often surrounded by silences (Clark and
Fox Tree 2002; Hughes et al. 2016). These silences tend to be longer for um than for uh
(Clark and Fox Tree 2002).

1.3. Vowel Quality

The vowel quality of FPs is generally considered to be a central vowel in most lan-
guages, though with language-specific tendencies. If not reported as a central schwa [@],
the following vowels are used to describe the vowel quality in a number of languages:
The front vowel [E] or central vowel [5] for German, the rounded front vowels [ø] or [œ]
for French, and the mid-closed front vowel [e] for Spanish (Belz 2021; Candea et al. 2008;
Künzel 1987; Simpson 2007). English, especially American English, is typically considered
to use a vowel similar to the open-mid vowel [2] in FPs (Shriberg 1994), whereas it is
important to note that in phonetic transcription of English the symbol 2 is usually used to
describe an open-mid central vowel (Roach 2009). German FP vowels reportedly have a
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lower F1 than English and French FP vowels (Lo 2020; Muhlack 2020). French FP vowels
are usually produced with more lip rounding than the German FPs (Lo 2020).

1.4. Voice Quality

A phenomenon that has been less researched in the disfluency area is the voice quality
with which FPs are produced. Belz (2017, 2021) introduced glottal FPs into the field, as
well as the proportion of creaky voice and glottal plosives within each FP. It has been
reported that in Italian tourist guide speech about two-thirds of all FPs are realised with
creaky phonation (Cataldo et al. 2019). Shriberg (2001) remarks that FPs may be subject
to a decrease in amplitude and a drop in pitch, which supports the production of creaky
voice in the final FP position. However, Belz (2021) found that FP initial creaky voice is
more frequent than FP final creaky voice, and is more frequent with the vocalic FP uh than
the vocalic-nasal FP um.

1.5. Hypotheses

Through this study, we hope to shed light on the frequency distribution, duration of
FPs, and their vowel quality and voice quality in connection with Lombard speech, pause
context, and speech tempo. We apply an exploratory analysis, as many aspects of our
analysis are under-researched, e.g., disfluencies in the Lombard condition, the production
of creakiness during FPs, and the influence of pause context on the acoustic measures
of FPs. The literature guides us in a number of aspects, as we expect to find more (and
longer) vocalic-nasal FPs in the data than vocalic FPs (Hughes et al. 2016; Wieling et al.
2016). As Gósy and Silber-Varod (2021) found an effect of pause context on the duration
of vocalic FPs, we expect to see similar trends here, in that FPs that are surrounded by
pauses should be longer than FPs that occur within speech. We do not expect to find a
difference in the vowel quality between uh and um, or any influence of FP duration on
vowel quality (Hughes et al. 2016). In line with Belz (2021) and Cataldo et al. (2019), we
anticipate observing a high rate of creaky voice within FPs, moreso in the FP initial position
than in FP final position.

1.6. Importance for Forensic Phonetics

FPs are frequent in spontaneous speech (Bortfeld et al. 2001; Fox Tree 1995), which
makes them interesting for forensic phonetic casework. If they were considered words,
as suggested by Clark and Fox Tree (2002), they would probably be grouped under high-
frequency words. It is usually assumed that speakers do not produce them intentionally
(Braun and Rosin 2015; Kjellmer 2003). The lack of control that speakers usually exert over
FPs makes them a practical feature for forensic phonetics, as they are considered to be
unaffected by voice disguises (Butterworth 1975; Jessen 2012; Künzel 1987). In forensic
phonetic casework, a suspect’s voice recording is often compared to a recording of a
questioned speaker (forensic voice comparison). The task of the phonetic expert is to make
an assessment as to whether the observed linguistic/phonetic features are more likely
under the hypothesis of speaker identity or non-identity and how much more likely this is
in one or the other direction. FPs and other disfluencies may represent a type of speaker
characteristics that can be included in voice comparison analysis. Specific features to be
considered might include the general frequency distribution of FPs, their type and duration,
the pause context, i.e., whether they occur within a pause or within speech, the proportion
of creaky voice produced during the FPs, and the vowel quality of the vowel produced in
FP types such as uh and um. In order for these features to be applied in forensic phonetic
casework, it is crucial that the distribution of the features in the relevant population is
known to the expert in order to make an assessment about typicality and similarity between
the compared recordings (Rose 2002). For example, if a particular feature instantiation
(e.g., a certain value of uh per minute) is rare in the population, and the similarity in the
recordings is high, the strength of evidence in the direction of speaker identity is higher
than if the feature instantiation is quite common, even given the same similarity,. For all
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features that may prove to be useful in forensic casework, the general distribution and
variation within the population (between-speaker variation) must to be known, as must
the within-speaker consistency.

In this paper, we do not provide a full documentation of between-speaker variation
(e.g., histograms about how many speakers show which feature instantiation) for each
of the many disfluency features investigated here, nor do we document within-speaker
variation to the fullest level of detail. We are primarily focused on mean patterns in two
conditions (normal and Lombard), which allow the reader to see the main patterns as
concerns what is typical across speakers and what is variable speaker-internally across
the studied conditions. In addition, we provide a more in-depth analysis of within- and
between-speaker variation in a subset of the speakers investigated here (Section 6). The
choice of a Lombard condition is forensically relevant as well, because variations in vocal
effort are common in forensic casework.

1.7. Outline of the Paper

The outline of the rest of this paper is as follows: Section 2 provides an overview of
the phenomena under investigation; Section 3 introduces the corpus (Section 3.1), the anno-
tation scheme used for the data (Section 3.2), the measure of speaking tempo (Section 3.3),
and statistical methods (Section 3.4). The results are divided into three parts. We first
show general results from the entire dataset in Section 4, then provide separate analyses
of the normal and Lombard conditions and compare the results (Section 5), then follow
with speaker-specific patterns (Section 6). Each results section includes subsections on the
investigated features, namely, the frequency distribution, duration of FPs, pause context,
voice quality, and vowel quality in uh and um. Each section concludes with a discussion,
and we finish with a general discussion in Section 7.

2. Filler Particle Phenomena

The phenomena under investigation here are different types of FPs, as well as tongue
clicks. Both phenomena occur frequently in spontaneous speech (Bortfeld et al. 2001; Fox
Tree 1995; Ogden 2013). FPs are often grouped under the umbrella terms of disfluencies,
hesitations, or discourse markers. All these terms suggest a specific function for FPs, namely,
the indication of production problems for the former two terms and a structuring function
for the latter. Determining the function of FPs can be difficult, as they may serve one
function or several functions that seem to overlap (Belz 2021). FPs are often said to serve
functions such as signalling the search for a word, serving as an editing phase when
repairing a speech error (“show flights from Boston-uh-Denver” (Shriberg 1994)), holding
or ceding the floor, expressing uncertainty, or securing attention (Clark and Fox Tree 2002;
Goodwin 1981; Maclay and Osgood 1959; Shriberg 1994). As the function of an FP is
difficult to determine and depends heavily on the conversational situation or speech task,
we do not take the different possible functions into account here. However, due to the
task of the corpus, it is likely that the FPs under consideration are mainly due to repairing
speech errors, searching for the right word, or conceptualising the next sentence, and rather
less due to turn-taking issues.

2.1. Typical Filler Particles (uh and um)

By the term “filler particle”, we mean non-lexical speech material that does not add to
the propositional message. Clark and Fox Tree (2002) have attributed this additional speech
material to a signal of the collateral track. While the message itself belongs to the primary
track, the collateral track “refer[s] to the performance itself—to timing, delays, rephrasings,
mistakes, repairs, intentions to speak, and the like” (Clark and Fox Tree 2002). Typical FPs
that occur in many languages consist of a vowel or a combination of a vowel and a nasal
consonant. Their orthographic representation in English is often provided as uh or um.
The German counterparts are more often transcribed as äh and ähm. For better readability,
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we use the English orthographic forms in this paper, even though we are reporting on
German data.

2.2. Nasal FP hm

Another form of FP is the purely nasal variant hm, which occurs in both English and
German, though to a lesser extent than the previously described FPs (de Leeuw 2007).
The phonetic form of this FP does not necessarily match the orthographic form, as two
components are not usually observed in this FP; instead it includes only one, namely, a nasal
consonant. The orthographic form hm (along with mh) is often used for other phenomena
as well, such as feedback utterances or discourse particles; for instance, functions such as a
reaction signal (“What did you say?”), turn holding (“Let me think.”), completion signal
(“Done!”), and expressing appraisal (“This tastes/smells good!”) have been described
(Pistor 2017). These discourse particles vary mainly in their intonational contour and
duration. Note that the turn holding signal may not be identical to a hesitation, as the
former is used intentionally while FPs are usually produced more subconsciously (Kjellmer
2003). In line with Schmidt (2001), we consider hm as a consonant with a closed mouth, and
with only the intonation as the carrier of phonetic information.

2.3. Glottal Filler Particle

A special and often overlooked form of FP is the glottal FP, previously described in
Belz (2021). This type stands out due to its specific voice quality, that is, creaky voice
instead of modal voice, to the extent that it only consists of a series of glottal pulses with no
modal voice parts at all (see Figure 1). Belz (2017) describes this phenomenon as “glottal
pulses and creak phonation without coarticulated vowels that seem to be used in a similar
way to other FPs.” As observed in the Pool2010 corpus used for this study, glottal FPs
seem to be produced with both an open and a closed mouth. They may be understood as
variants of uh and hm produced entirely with a creaky voice quality. In a study with seven
female participants, Belz (2017) found that approximately 20% of FPs were glottal FPs and
that these did not differ in duration from the vocalic FP uh. In a different study with twelve
female and twelve male participants, Belz (2021) found that about 5% of FPs were glottal
FPs, and that females produce them more often (∼7%) compared to males (∼3%).

Figure 1. Section showing a 2 s selection (spectrogram: 0–8 kHz) from the Pool2010 corpus (speaker:
v99 in Lombard condition) showing a glottal filler particle (gl FP).

2.4. Tongue Clicks

Tongue clicks are produced by creating a small pocket of air with the tongue against
the alveolar ridge. By moving the tongue downwards, the air pocket is enlarged and
“the pressure drop in the trapped air generates a short but quite strong inflow of air as
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the closure is released” (Clark et al. 2007), which results in the production of a click. In
certain languages, clicks are included as phonemes in the sound inventory; however, clicks
can occur in various languages as part of the non-linguistic message as well. As Belz
(2023) points out, these discourse clicks “are not prototypically used interchangeably with
filler particles, but presumably serve different functions in dialogue.” Though Belz (2023)
regarded clicks as ’candidates of filler particles’, they were ignored in the rest of his study.
In contrast to Belz (2023), we take clicks into account here in order to attain an idea of
the relative frequency of this phenomenon. However, we consider clicks only as potential
FPs, and do not assign any specific function to single instances of clicks. They can serve
functions such as turn-claiming, displaying a stance such as disapproval (e.g., tutting), or
signalling difficulty during word search (Ogden 2013). These types of clicks, especially
when displaying stance, are used as intentional messages from the sender (Ogden 2013).
Closely related to clicks are percussives. In contrast to clicks, these are not produced
deliberately, and are a “byproduct” of articulation; they often occur during the preparation
phase of speech when the articulators are being separated (Ogden 2013). As function is
excluded from the following analyses, we do not make a distinction between clicks and
percussives here, and group all percussives under the class of tongue clicks.

3. Materials
3.1. Corpus

The data used here are part of the Pool2010 Corpus5 that was compiled in 2001 by
the German Federal Criminal Police Office (Bundeskriminalamt, Wiesbaden) during a
research project (Jessen et al. 2005). A total of 107 male native German speakers, most
of them employees from this office, were recorded during several tasks. Seven speakers
were excluded due to technical issues or problems with a voice disorder on the part of the
speaker. While several speech tasks were recorded for this corpus, the present analysis
only uses the semi-spontaneous speech task. This speech task was similar to the “taboo”
game, in which the speaker has to describe a number of terms in their own words without
using two or three “taboo” words.6 Each speaker described seven words in the mean per
condition (range: 2–11 words). Because the number of taboo words may have an influence
on the difficulty of the task, each speaker must describe several words with a differing
number of taboo words in order to balance the influence of difficulty between speakers. A
female interviewer served as the interlocutor for the guessing game, providing the answers
when the speaker’s information was sufficient. The speakers did not know that she was a
confederate and knew the words previously. She extended the speaker’s description to a
certain degree by not providing the correct word immediately.

The speakers completed the task in two conditions, one in the normal speech condition
and one in the Lombard speech condition; during the latter condition, the speakers heard
white noise (80 dBSPL) over headphones, leading them to produce to louder speech. The
order of the two conditions was changed from subject to subject in order to prevent potential
serial order effects. The Lombard effect describes the phenomenon of a noisy environment
that causes speakers to increase their level of vocal effort, which results in louder speech
with a higher fundamental frequency (Lombard 1911). In addition, the presentation of
white noise leads to an impaired feedback loop during speech production. Usually, a
speaker hears their own speech and monitors it for possible errors, e.g., slips of the tongue.
It is possible that this shortcoming has an impact on the production of disfluencies as well
as on FPs. It has been shown that fluency increases in people who stutter when the subjects
are presented with noise over headphones (Adams and Hutchinson 1974). Furthermore,
the level of noise is negatively correlated with the number of disfluencies.

A microphone was attached to a helmet that included the headphones for the Lombard
condition in order to maintain a constant distance to the microphone allow for a quick and
easy transition between conditions. The recordings were made with a sampling rate of
16 kHz and a sampling depth of 16 bit. The resulting audio files had a mean duration of
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3:52 min (sd = 1:03 min), with a range of 1:43 to 7:53 min. The part of the corpus used for
this study consisted of 12h and 56 min when including both conditions together in total.

3.2. Annotations

Annotations were produced following Praat (Boersma and Weenink 2022). The files
have were re-annotated for this project, including annotation of FPs and their context,
i.e., whether they were preceded or followed by a silent section, which we call a pause.
A detailed segmentation of FPs into vowels, nasal consonants, and creaky voice parts
was included, along with annotation of glottalised FPs and tongue clicks. The entire FP
was annotated on one interval tier, while segmentation of the FPs into vowel, nasal, and
creaky voice or glottal pulse portions was annotated on another interval tier. To investigate
the production of creaky voice and glottal pulse portions during the FPs, these portions
were marked during annotation. Creaky voice (crv) was annotated when it was perceived
auditorily during the FP; the spectrogram and the pitch contour served as visual aids in
determining the beginning and end of these phases. The distinction between creaky voice
and glottal pulse portions was based on Belz (2021). Creaky voice (crv) was deemed to
occur when more than three glottal pulses occured within an FP, while when the number
of glottal plosives was three or less it was annotated as a glottal pulse (gl) (see Figure 2).
Glottal pulses are only audible when listening to a short selection of the FP, not when
listening to the FP in its full context. When glottal activity was detected in isolation, i.e.,
not in other lexical material, it was marked as a glottal FP, denoted gl FP (see Figure 1).
Tongue clicks were annotated, though they were not detailed on the time dimension as
the tokens are very short (Trouvain and Malisz 2016). Therefore, we did not take duration
measurements of tongue clicks into account.

Figure 2. Sections (spectrogram: 0–8 kHz) from the Pool2010 corpus (speakers: v99, v17) showing
filler particles (a) with initial creaky voice (crv) and (b) with two initial glottal pulses (gl). Note that
in 2a only the first 260 ms of the FP are shown.

The FPs uh, um, and hm were labelled according to their pause context, with the
original label receiving a plus or a minus before and after the label (e.g., +uh−). A minus
sign denotes that a pause, i.e., a silent phase, occurs on the one side of the FP, while a
plus sign denotes that the FP is directly connected to speech and no perceived pause was
detected (see Figure 3). We did not apply a minimum (or maximum) pause threshold when
annotating pauses (Campione and Véronis 2002). When the first segment after a pause was
a plosive, the initial boundary of the segment was moved 50 ms to the left to account for
the closure phase of the stop (Belz and Trouvain 2019).

We labelled three different types of pauses, namely, before and after hm and the
typical FPs uh and um. Due to the task, both simple perceived pauses (without a minimum
threshold) and pauses occurring when the participant was clearly waiting for a response
from the interviewer (guessing the correct word) were specifically labelled (“waiting pause”
= p_w). Speech pauses that occurred between tasks, i.e., when one word was successfully
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explained and the participant was moving on to the next word, were marked as task
change (tc).

Figure 3. Sections of 2 s duration (spectrogram: 0–8 kHz) from the Pool2010 corpus (speakers: v99,
v17) showing FPs with (a) speech as left and right context (+FP+), (b) speech as left and silence as
right context (+FP−), (c) silence as left and speech as right context (−FP+), and (d) silence as left and
right context (−FP−).

The speech interval between pauses is referred to as inter-pausal unit (IPU). As
syntactic information was not annotated, we cannot be certain that complete phrases
were produced and that every pause acts as a phrase boundary. However, it is assumed
that the waiting pauses and the task changes mark a phrase boundary, either because a
response from the interviewer is expected or because a new task begins.

The corner vowels [a:], [i:], and [u:] of each speaker were annotated in selected
syllables carrying the lexical stress where they would appear in Standard German. The
vowels were measured in the same way as reported for uh and um, and observations within
three standard deviations of the mean of each vowel and formant were kept in the dataset.
The aim was to collect ten tokens for each vowel and condition per speaker; this aim,
however, could not be reached for several speakers, as the recordings did not provide
enough tokens. This was especially the case concerning the close rounded back vowel,
which is under-represented in the dataset of lexical vowels (token numbers after reduction:
i = 1214, a = 1460, u = 514).

3.3. Speaking Tempo

We measured the speech tempo of each file with the help of the Praat script “Praat
Script Syllable Nuclei v2” created by de Jong and Wempe (2009). As the data include long
pauses (p_w, tc) that influence the speech rate, we excluded these pause types using a Praat
script and used the resulting new (shorter) files for the speaking tempo measurements.
Simple pauses (p) were kept intact. The script detects intensity peaks that are surrounded
by intensity dips, which are then considered as syllable nuclei. Three measures of the script
are adjustable: the silence threshold, the minimum dip between peaks, and the minimum
pause duration. To find the optimal settings for the script, we manually annotated ten
files of the corpus, marking the phonetic syllables and the intervals where speech occurs
in line with the output TextGrids that the script produces. This allowed us to determine
the values for syllable number per file and the total speaking time, which we then used to
test the settings of the script. The settings that resulted in the minimum deviance from the
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manual values on the ten files were as follows: a silence threshold of −20 dB, a minimum
dip of 2, and a minimum pause duration of 500 ms. The mean deviance from the manual
values took the form of over-counting of syllables by 13.8 and misdetection of speaking
time by 7.2 s per file. The articulation rate and speech rate were determined for every file
using the optimal settings of the script. Two files resulted in particularly low values for
these measures. On further inspection, these files contained and loud bursts and laughs;
after these were deleted, the performance of the script improved with the above-mentioned
settings. While it is possible that the script performed better on certain files than on others,
we assume that these values are a good approximation of the true speaking tempo and a
time-efficient alternative to manual annotation.

Figure 4 shows that the articulation rate for most speakers in the Lombard condition is
actually faster than in the normal condition, contrary to previous findings (Tuomainen et al.
2021), although Tuomainen et al. (2021) raise the question of whether the differences in
articulation rate are perceptually salient (cf. Quené 2007). Deviations from the articulation
rate reported in Jessen (2007) on the same corpus can be explained by our use of the script.
The authors of the script report that automatic values are generally lower than manually
obtained values, and need to be multiplied by 1.28 to predict the manual values (de Jong
and Wempe 2009). This is due to the failure of the script to detect certain unstressed
syllables; thus, fewer syllables are counted, leading to a lower articulation rate. Jessen
(2007) reported a mean articulation rate of 5.21 syll/s in the normal speech condition, while
the automatically obtained mean value for the same data is 4.0 syll/s. When using the factor
reported above to predict the manual mean values from our automatically obtained mean,
we found that this conversion approximated the manual value quite well (4.0 × 1.28 = 5.12).

Figure 4. Articulation rate (syll/s) per speaker as a function of condition.

3.4. Statistical Methods

Analyses and plots were created using R (R Core Team 2022) (version 4.1.3) and
the tidyverse package (Wickham et al. 2019). Linear mixed models were created using
the lme4 package (Bates et al. 2015) with FP duration for F1 and F2, and frequency as
dependent variables and FP type, condition, pause context, FP duration for F1 and F2,
and speaking tempo measures as independent variables. The speaker was included as a
random effect, allowing the intercept (though not the slope) to vary between subjects; The
lmerTest package (Kuznetsova et al. 2017) was used to obtain p-values. Models were built
by including the condition and FP type with the interaction term and adding the other
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variables as control factors without the interaction term. We are aware that when building
linear mixed models one should aim for maximal models; however, when including all the
interaction terms of numerous factors the results would become difficult to interpret and the
model would not serve the research question. As the speech rate and articulation rate are
co-dependent variables, only one of these measures was included. The articulation rate was
chosen, as it is independent from any pause rate and is considered to be more independent
from the disfluency rate than the speech rate measure. In addition, the difference between
the speech conditions is larger for the articulation rate than for speech rate.

Furthermore, a Pillai score was calculated as a measure of overlap between vowels
(Kelley and Tucker 2020). This was determined by conducting a multivariate analysis of
variance (MANOVA) using the first and the second formants as response variables and the
FP type as the predictor variable (using the manova-function from the stats package (R
Core Team 2022)).

4. General Results

In the following, a general overview of the FPs in the Pool2010 corpus is provided
for the normal condition and the Lombard condition. A comparison of normal speech to
Lombard speech follows in Section 5. Section 6 focuses on between-speaker variation and
within-speaker consistency. The Lombard speech condition is regarded as a second speech
mode in order to compare two files of the same speaker.

4.1. Frequency Distribution

We detected 6734 FPs have in the entire corpus of material (12 h 56 min), resulting in a
ratio of 8.67 FPs per minute. When looking at the rate of FPs per type (Table 1), it becomes
clear that tongue clicks are the most frequent, closely followed by the vocalic FPs. The
vocalic-nasal FP type um is only half as frequent as the vocalic type uh. The number of um
instances is as high as the number of glottal FPs and the nasal type hm taken together.

Considering only the FPs uh and um, as in Figure 5, along with their pause context, it
is apparent that the um FPs amount to only around one-third of all typical FPs. The most
frequent FP type in pause contexts is uh surrounded by speech, i.e., not within silence.

Figure 5. Duration of the FPs uh and um and their pause contexts in seconds (s). Context types are
described using a (+) to denote speech and a (−) to denote a silent phase surrounding the FP. The
values at the top refer to the percentage of each displayed FP type for all uh and um FPs.
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Table 1. Absolute number of the FPs (uh, um, hm, glottal FPs, and tongue clicks), with the mean (sd)
durations (in ms) of the phenomena and the vowel duration of uh and um FPs. NA (not applicable)
means that the duration was not measured (e.g., for clicks) or that the phenomenon did not include a
vowel. Creaky voice portions are included in the total duration and vowel duration.

FP Type Absolute Rate: FPs/min Duration Vowel Duration
Mean (sd) Mean (sd)

uh 2250 2.9 382 (180) 382 (180)
um 1054 1.4 559 (234) 281 (125)
hm 314 0.4 442 (224) NA

glottal FP 757 1.0 244 (332) NA
clicks 2359 3.0 NA NA

4.2. Duration

The duration of FPs is highly variable, as can be seen by the high standard deviation
values in Table 1 for each phenomenon. Glottal FPs have the shortest duration (and the
highest standard deviation), followed by the vocalic type (uh), the nasal type (hm), and the
vocalic-nasal type (um), with the last being the longest. The vowels in uh are longer than
in um.

Considering only the FPs uh and um in their pause context (see Figure 5), it becomes
apparent that vocalic-nasal types are longer than vocalic types and that there seems to be a
duration hierarchy depending on the pause context. FPs in speech (+FP+) are shorter than
FPs surrounded by pauses (−FP−). Moreover, IPU-final FPs (+FP−) are longer than IPU-
initial FPs (−FP+). This pattern applies to the vocalic type uh as well as to the vocalic-nasal
type um.

4.3. Pause Context

Figure 6 shows how many FPs are preceded and followed by a pause, as well as the
type of pause. Simple pauses are clearly more frequent than the other pause types, and
pauses in general are more frequent surrounding the nasal and the vocalic-nasal FP types
than surrounding the vocalic type. Additionally, the pause type “tc” is more frequent
preceding an FP than following an FP, which means that a task is started with an FP more
often than it is closed with an FP. This observation is not surprising; it has been reported
that turn-initial FPs are more frequent than turn-final ones in other corpora (O’Connell and
Kowal 2005; Swerts 1998).

The duration of the pauses surrounding an FP varies to a high degree, as indicated
again by the high standard deviation values (Table 2). A linear model including pause type
(simple, waiting, task change) and pause position (pre-FP, post-FP) as predictors for pause
duration indicates that the three different pause types (simple, waiting, task change) are
significantly different from one another (Table A1). Furthermore, while simple pauses (p)
and task changes (tc) do not differ in their duration depending on pause position, waiting
pauses (p_w) do differ significantly in their duration. These pauses are longer before an FP
than after an FP.

Table 2. Duration (in ms) of different pause types pooled over both speech conditions (normal, Lombard).

Pause Type Pre FP Post FP

simple pause (p) 1177 (1222) 1083 (1227)
waiting pause (p_w) 3182 (2302) 2285 (1563)
task change (tc) 3962 (2706) 3560 (2283)
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Figure 6. Percentage of different FP types (a) preceded and (b) followed by a pause. The colours
show different types of pauses: simple pause (p), waiting pause (p_w), and task change (tc). The
values at the top show the values representing 100% for each FP type.

4.4. Voice Quality

A large percentage of FPs are produced with initial creaky voice. Nearly 46% of uh FPs
include initial creaky-voiced portions or glottal pulses, while 41% percent of um FPs include
these sections. Less than 7% of uh FPs and only 1.14% of um FPs include final creaky-voiced
portions or glottal pulses. Of all the uh and um (5.7%) tokens, 189 are produced with 100%
creaky voice; these are included under the initial creaky voice category.7 Figure 7 shows the
ratio of FPs that are produced with creaky voice portions or glottal pulses in the beginning
(a) or end (b) of the FP as a function of pause context. It is apparent that creaky voice is
frequent in the beginning of FPs and is relatively rare at the end of FPs. There are especially
low numbers of creaky voice portions for the vocalic-nasal type FP um in the final position.
It seems that the nasal consonant leads to an FP that is less likely to be produced with
creaky voice. Duration measurements of creaky voice portions and glottal pulses seem to
be stable across the uh and um FP types. The difference between the mean duration values
of initial and final creaky voice portions/glottal pulses is not significant, though only just
so, as determined by a t-test (initial 122 ms vs. final 145 ms; t = −1.95, p = 0.05). Standard
deviation values are 144 ms against 141 ms, which is quite long considering the mean
values. This again shows the high variation within the feature of non-modal voice quality.

Figure 7. Creaky voice portion at (a) the beginning and (b) the end of FPs. The values at the top show
the values representing 100% for each FP type. Note that the scales of the graphs are different, as
there are considerably fewer FPs including creaky voice or glottal pulses at the end of the FP.

4.5. Vowel Quality

Vowel quality was measured at the temporal midpoint of the vowel for the FPs uh
and um using the Burg method provided by Praat8 (Boersma and Weenink 2022). FPs are
considered to have rather stable formants, uh moreso than um, which is why a midpoint
measurement was chosen; see Hughes et al. (2016). For the analysis of vowel quality,
and to reduce any measurement errors, the dataset (n = 3304) was reduced to only those
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observations within three standard deviations from the mean of each the first and the
second formants (n = 2996; 308 observations excluded).

As seen in Figure 8, the vowels of the FPs uh and um show a high degree of overlap,
which is further supported by the Pillai-score of 0.03. The Pillai score is a measure of
overlap, ranging from 1 (no overlap) to 0 (complete overlap) (Kelley and Tucker 2020); it is
determined by conducting a multivariate analysis of variance (MANOVA) using the first
and the second formants as response variables and the FP type as the predictor variable. A
Pillai score was calculated for each corner vowel as well, in order to measure the overlap of
each lexical vowel with the FP vowel. The values support the relationship between vowels
that can be seen in Figure 8. The high front vowel has little overlap with the FPs (Pillai =
0.8); the German central [a:] has more overlap (Pillai = 0.5), and the high rounded back
vowel has even more overlap (Pillai = 0.3). It is important to note that the number of tokens
for [u:] is considerably lower than for the other two corner vowels.

Figure 8. Vowel quality of the FPs uh and um in an F1–F2 chart in comparison to the corner vowels
[a:], [i:], and [u:] by the same speakers. Ellipses include 95% of all data points.

4.6. Discussion

To conclude the general results, it can be seen that tongue clicks are frequent in this
corpus, as is the uh FP type. The overall disfluency rate of 8.67 FPs per minute is driven
considerably by the high rate of clicks in the corpus. When excluding clicks (as is often
done when looking at FPs), the rate of 5.7 FPs per minute is closer to the rates previously
reported in the literature (Belz 2021). Contrary to our assumption (see Section 1.5), the
vocalic-nasal type um is less frequent than the vocalic type. This is surprising, as Wieling
et al. (2016) and de Leeuw (2007) report a change towards um being more frequent than
uh in Germanic languages. This may be due to the fact that our corpus represents the
FP use in the year of recording, which was 2001. Furthermore, our participants are only
male speakers, while language change is more often led by females (Labov 1990; Wieling
et al. 2016). The least frequent FP type is the nasal type, with even glottal FPs being more
frequent. Glottal FPs should be considered in analyses of disfluencies, as they are nearly as
frequent as the FP type um in this corpus.

As expected, vocalic-nasal FPs are produced with the longest duration (Hughes et al.
2016), followed by nasal FPs and vocalic FPs. Glottal FPs have the shortest duration.
Furthermore, for the typical FPs uh and um, a duration hierarchy can be seen where FPs
surrounded by pauses are the longest (−FP−), followed by IPU-final FPs (+FP−) and IPU-
initial FPs (−FP+). Within-speech FPs (+FP+) show the shortest duration. Similar trends
were found by Gósy and Silber-Varod (2021) for Hungarian vocalic FPs. For uh, the within-
speech context is most frequent, while for um the within-pause context is most frequent.

In general, simple pauses are more frequent than waiting pauses or task changes. After
task change pauses, the FP types um and hm are much more frequent than the vocalic uh.
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This pause type (task change) only occurs infrequently after FPs, which suggests that FPs
are used when the speaker is starting their speech. Pauses occur more often with the nasal
or the vocalic-nasal type than with the vocalic FP type. In terms of pause duration, we
find a significant difference in the duration of the waiting pause type, meaning that these
pauses before an FP are longer than after an FP. This suggests that when an IPU ends with
an FP before a waiting pause, the speaker is quicker in picking up their thoughts than after
a waiting pause. In this case, the speaker may use the FP to buy time for formulating their
next thought.

Creaky voice and glottal pulses are considerably more frequent in particle-initial
position than in particle-final position, as reported by Belz (2021). In particle-final position,
only a small portion of um FPs show creaky voice, while the percentage for uh is higher. A
possible explanation for this striking difference is that because the FPs uh and um begin
with a vowel, this vowel-initial position corresponds to the context in which a glottal stop
can occur in German (i.e., words beginning with vowels). According to Kohler (1994), a
glottal stop in German is frequently realised as creaky voice.

In terms of vowel quality, the vowels of uh and um show a high degree of overlap with
each other. Furthermore, they are spread over a large portion of the central vowel space.
The same similarity between the vowels of the two FP types was found by Hughes et al.
(2016) for British English.

5. Normal vs. Lombard Speech Condition

Lombard speech is produced with a higher vocal effort, which typically results in
a rise in the fundamental frequency (Jessen et al. 2005). Hyperarticulation, especially of
the jaw and the tongue, has been reported by Šimko et al. (2016). This increased jaw
opening accounts for the increase in first formant values that are typically reported in
Lombard speech (Van Summers et al. 1988). Other effects of Lombard speech include a
slower speaking tempo, which includes a lower articulation rate (Tuomainen et al. 2021)
and possibly a higher pause rate. Our data reveals a lower speech rate in Lombard speech,
as determined by a t-test (t = −2.13, p < 0.03; 2.84 syll/s vs. 2.68 syll/s), as well as a higher
articulation rate in Lombard speech (t = 6.07, p < 0.001; 4.01 syll/s vs. 4.3 syll/s) (see
Table 4). Effect sizes reveal a large effect for the difference in articulation rate (d = 0.86) and
a small effect size for speech rate (d = −0.3), which is why articulation rate is the preferred
factor for the following linear mixed models.

5.1. Frequency Distribution

The rate of FPs in normal speech (8.67 FPs/min) and Lombard speech (8.69 FPs/min)
appear stable. However, when looking at the different FP types it becomes apparent that
they are not as stable as the overall rate suggests. This is determined using a linear mixed
model, with the rate of each FP type per speaker as the dependent variable, the FP type,
condition, and articulation rate as independent variables, and the speaker as a random
intercept: lmer( f req_rate ∼ f p_type ∗ condition + articulationrate + (1 | speaker), data =
data). The effect plot in Figure 9 shows that the rate of clicks and glottal FPs increases
in the Lombard condition; the model (see Table A2 in the Appendix A) shows that the
difference in conditions is not significant for the glottal FPs. The rate of the FPs uh, um, and
hm decreases in the Lombard condition, and this difference is statistically significant. While
articulation rate is included in the model, the factor does not reach statistical significance,
i.e., it has no influence on the frequency of FPs. Possible reasons for these results are
outlined in the discussion in Section 5.6.

5.2. Duration

To determine the influence of condition on FP duration, the following model was
fitted: lmer( f req_dur ∼ condition ∗ f p_type + articulationrate + prepause + postpause +
(1 | speaker), data = data). The model output can be seen in Table A3 in the Appendix A. It
shows that FPs in the Lombard condition are on average 48 ms longer than in the normal
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condition, with the vocalic-nasal FP um being 162 ms longer than the other FPs. The pause
context has an effect on the duration, in that FPs are shorter when no pause precedes or
follows the FP. The pause after an FP has a larger effect on duration (−109 ms) than the
pause before an FP (−37 ms). The articulation rate is included as the control variable;
however, it has no influence on FP duration. Furthermore, the aforementioned duration
hierarchy is applicable, with the pause context affecting the duration of uh and um to a
similar degree.

Figure 9. Effect plot of frequency (FPs/min) as a function of FP type and condition.

5.3. Pause Context

A similar distribution of pause types preceding and following FPs is observed in
Lombard speech compared to normal speech. The FP types hm and um are more often
followed and preceded by a pause than the vocalic type. The Lombard condition does not
seem to affect either the rate of FPs that are surrounded by pauses or the type of pause.

Pause duration, however, is affected by the Lombard condition, as determined by a
linear mixed model with pause duration as the dependent variable and pause position
(before/after FP), condition, and pause type as predictor variables (Table A4). A significant
effect of pause type shows that waiting pauses are longer than simple pauses by 1.2 s
on average, while task change pauses are longer than simple pauses by 2.2 s on average.
Furthermore, the Lombard condition increases the pause duration by 200 ms; moreover,
there is an interaction between pause type, condition, and pause position that makes
waiting pauses before FPs longer in the Lombard condition than in the normal condition
(see Table 3).

Table 3. Comparison of pause duration (mean and standard deviation) in normal vs. Lombard
speech, divided by position (−FP = preceding an FP; FP− = following an FP) and type of pause
(simple pause = p; waiting pause = p_w; task change pause = tc).

Pause Pause Normal Lombard Difference
Position Type Mean (sd) in ms Mean (sd) in ms in ms

−FP p 1030 (919) 1330 (1457) 300
p_w 2642 (1473) 3978 (2984) 1336
tc 3389 (1903) 4706 (3346) 1317

FP− p 985 (1123) 1196 (1329) 211
p_w 2189 (1313) 2388 (1795) 199
tc 3192 (1807) 4167 (2863) 975

5.4. Voice Quality

The percentage of FPs that include creaky voice portions or glottal pulses in normal
compared to Lombard speech seems to only differ for the FP type uh. In normal speech,
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49% of all vocalic FPs include creaky voice or glottal pulses, while only 42% are affected
in Lombard speech. The difference for the um FP type is not as large, with a slightly
higher portion affected in Lombard speech compared to normal speech (normal = 40%,
Lombard = 42%). There seems to be no pattern for pause context (see Figure 10). The 189
FPs that include 100% creaky voice are included in Figure 10a as initial creaky voice portions
(132 tokens in normal speech, 57 in Lombard). Creaky voiced portions (or glottal pulses) in
FP-final position increase, while in FP-initial position this is only true for IPU-initial um
(−um+) and um in isolation (−um−).

Figure 10. Creaky voice portions and glottal pulses (colours) in the FPs uh and um divided by their
pause context (+/−) and the speech condition (patterns).

5.5. Vowel Quality

In Figure 11, it can be seen that the Lombard condition has relatively little influence on
the vowel space taken up by the three corner vowels. The close front vowel is distributed
similarly in both conditions, the vowel space for the open central vowel decreases slightly,
and the ellipse for the close back vowel is somewhat more round in the Lombard condition
than in the normal speech condition. However, the vowel space taken up by the vowels
in the FPs uh and um is drastically decreased. Fitting a linear model suggests that the
Lombard condition has a significant effect on the vowel height of FPs: lmer( f 1 ∼ condition ∗
f p_type + articulationrate + prepause + postpause + (1 | speaker), data = data) The F1 is
in the mean 97 Hz higher in the Lombard condition than in the normal condition, i.e.,
the vowels are produced with a lower tongue position or with a more open jaw. The
articulation rate has a significant effect on the F1, in that with every one-unit increase
(e.g., from 3 syll/s to 4 syll/s), the F1 increases by 30 Hz. The effect of the occurrence of
a pause before the FP reaches significance as well, though we consider the difference of
an increase by 10 Hz to be negligible (Whalen et al. 2022). A increase in F1 values due to
a greater jaw aperture can be observed in the literature (Šimko et al. 2016). A correlation
between signal amplitude (resulting from speech production alone, not environmental or
technical factors) and the F1 value has previously been observed by Ibrahim et al. (2022),
suggesting that the increased F1 is not independent of the increased intensity. There is no
significant difference in F2 values between the conditions determined by the following
model: lmer( f 2 ∼ condition ∗ f p_type + articulationrate + prepause + postpause + (1 |
speaker), data = data). A main effect of duration reveals that a longer FP duration results
in a lower F2, i.e., when the FP duration increases by one unit (=1 s) the F2 decreases by
107 Hz, or using more realistic numbers for this field, when the FP duration increases by
100 ms, the F2 decreases by approximately 11 Hz. The significant interaction of Lombard
condition and FP type suggests that the condition has an effect on the vocalic-nasal FP
and has no effect on the vocalic FP. The difference of 34 Hz is rather small, and may be a
negligible effect (Whalen et al. 2022).
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Figure 11. Vowel quality of the FPs uh and um in normal vs. Lombard speech in comparison to the
corner vowels [a:], [i:], and [u:] by the same speakers. Ellipses include 95% of all data points.

5.6. Discussion

To conclude this section, we summarise the results briefly and try to explain the more
surprising results. The rate of the typical FPs (uh, um), and hm decreases in Lombard speech,
while the rate of the glottal FPs and tongue clicks increases. The duration of FPs increases
in the Lombard condition by 48 ms, while the articulation rate is not a significant factor for
this difference. Pause context affects the duration of the FPs in that they are longer when
surrounded by pauses and shorter with no pauses. FP-following pauses have a greater
effect on the duration of the FP than FP-preceding pauses, which may be explained by
the common phenomenon of final lengthening (Lindblom 1968). Pause durations of both
types, both FP-preceding and following, increase, which is more the case for FP-preceding
pauses. Furthermore, pause types are 200 ms longer on average in the Lombard condition
than in the normal condition. Waiting pauses are affected to a different degree: in FP-
preceding position, the Lombard condition increases its duration by over a second, while
in FP-following position this difference is considerably smaller (200 ms).

When looking at voice quality, the most noticeable effect is that creaky voice portions
and glottal pulses increase in particle final position. In terms of vowel quality in Lombard
speech, an increase in F1 mean values is detected for the vowels in uh and um along with a
reduction in the vowel space used for these vowels. While the increase in F1 values can be
explained by a greater jaw aperture (Šimko et al. 2016), the effect on vowel space is more
surprising. It seems that the vowel target for the FP is reached in the Lombard condition
better than in the normal condition, which is surprising, as it is unclear whether FPs have
vowel targets at all (Gick et al. 2004). It could be argued that this reduction of vowel space
is an act of articulatory precision consistent with Lombard speech as a form of clear speech.
However, Lombard speech does not show all characteristics of clear speech (for the concept
of clear speech, see (Smiljanić and Bradlow 2009)). In particular, there is no general effect of
increased formant dispersion in Lombard speech, as shown here with the corner vowels
as well as by other studies in which no robust Lombard effect on F2 was found (Garnier
et al. 2006; Gully et al. 2019; Hay et al. 2017; Šimko et al. 2016; Van Summers et al. 1988). It
is possible that the reduction of vowel space in FPs is a secondary effect of the Lombard
condition. For example, the increased muscle tension that is needed for the increased vocal
effort may play a role (Wohlert and Hammen 2000).

One of our results that is in need of explanation is that the FP rate for uh, um, and
hm is lower in Lombard speech than in normal speech. A possible explanation could be
as follows. Although it is undisputed that FPs can be used by the listener, it is not yet
clear whether the speaker actively produces FPs as a signal to the listener or whether FPs
are the result of planning processes, etc., on the part of the speaker which, while they
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can be detected by the listener, are not actively intended by the speaker (see Corley and
Stewart (2008) for a further discussion). If FPs from the set of uh, um, and hm are caused by
active signalling from the speaker, this could mean that communicative interaction in the
Lombard situation of the corpus was somewhat inhibited, resulting in a reduction in the
FPs involving active signalling.

This explanation would not cover the behaviour of glottal FPs and clicks, which are
actually more frequent in Lombard speech than in normal speech. It is possible that these
two types of FPs are hard to produce deliberately, and generally more difficult to perceive
(unless very long or loud) than the other FP types. In terms of production, creaky voice and
clicks are partially the byproducts of aerodynamic principles, and it is probably difficult
to learn the gestural coordination patterns that are necessary to actively and deliberately
produce them (as evidenced by the fact that they are infrequently used phonemically in
languages). If glottal FPs and clicks are more difficult to control in production, the active
signalling function might not work well enough, and if they are more difficult to perceive,
speakers would realise that their signalling intention might not reach the listener. Therefore,
active signalling of glottal FPs and tongue clicks are unlikely to occur, meaning that the
above explanation would no longer apply. This does not explain why glottal FPs and
clicks are actually more frequent in Lombard speech than in normal speech, instead of
merely being equal in number. For glottal FPs, the effect turns out to be non-significant,
while clicks are significantly more frequent in Lombard speech than in normal speech.
One possible explanation for this could be that increased jaw lowering (Schulman 1989)
and associated tongue lowering in loud speech increase negative air pressure, thereby
enhancing the production of clicks.

A similarly difficult situation occurs when trying to explain the patterns of creaky voice
and glottal pulses in uh and um, shown in Figure 10a. Keating et al. (2015), in their typology
of different kinds of creaky voice, make (among other criteria) a distinction between types
that are associated with glottal constriction and those without (cf. Jessen (2012): 52ff., for
the forensic relevance of the distinction between constricted and non-constricted types
of creaky voice). For predictions about the effect of Lombard speech, it matters whether
creaky voice in FPs is of constricted or non-constricted type. For the non-constricted
type, the prediction is that creaky voice is reduced in the Lombard condition; Lombard
speech is associated with increased subglottal air pressure (Psub), which would have an
inhibiting effect on non-constricted creak, which is associated with lowered Psub. For the
constricted type, the prediction is that creaky voice is increased in the Lombard condition.
A clear glottal adduction gesture is useful in Lombard speech in order to withstand the
increase in Psub due to Lombard speech (i.e., with increased vocal effort). Particle-initial
position is a context in which the constricted type of creaky voice is to be expected as a
correlate of the glottal stop in German (Kohler 1994). This would predict more creaky
voice in Lombard speech than in normal speech, which as a general trend cannot be seen.
However, when looking separately at FPs preceded by a pause (−FP) or by speech (+FP),
creaky voice gains ground in Lombard speech in the post-pausal (−FP) position. This is a
position in which a glottal stop is more likely than without a preceding pause (Kohler 1994;
Krech 1968). This means that the second explanation seems to have an effect, although
it appears to interact with other factors as well. The patterns in Figure 10b (particle-final
position) are particularly difficult to understand, as it is not clear what kind of creaky voice
occurs; however, particle-final position could involve non-constricted creak, especially
when occurring before a pause. Nonetheless, there is generally more creak rather than less
in Lombard, and there is no trend across uh and um of this effect being smaller before a
pause than without a following pause.

6. Speaker Specificity

As outlined before, in phonetic casework it is important to be aware of the distribution
of a certain feature within a relevant population as well as the within-speaker differences.
In this section, we show differences between speakers for twelve sample speakers from the
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corpus, each of whom were selected due to their heavy use of one of the five phenomena
under investigation here (uh, um, hm, glottal FPs, and clicks). For each phenomenon, we
chose two speakers with the highest rate per minute, and we additionally selected two
more speakers occurring among heavy users in more than one category. The question was
whether the frequent use of one phenomenon had an effect on the use of the other FPs
(Section 6.1).Within-speaker differences were addressed by comparing the two conditions,
i.e., normal speech vs. Lombard speech (Sections 6.1 and 6.4), by examining per-speaker
standard deviations across FP tokens (Section 6.3) for both (Sections 6.2 and 6.5).

6.1. Frequency Distribution

Figure 12 shows the frequency distribution of the five phenomena under investigation
in the normal and Lombard speech conditions for twelve sample speakers. Recall that the
general tendency discussed in Section 5 is that the frequency of the typical FPs (uh, um) and
hm decreases, while the frequency of glottal FPs and tongue clicks increases. This general
trend, however, cannot be seen in all individual speakers. For certain speakers, the rate of
tongue clicks increases visibly (e.g., v12, v26, v37); for speaker v75, both clicks and glottal
FPs increase, and the rate of uh and um increases in Lombard speech. The rate of the FPs uh,
um, and hm increases for certain speakers (v12, v45, v69) in Lombard speech as well, which
is contrary to the general trend. Individual patterns are consistent for certain speakers
(e.g., v05, v45, v62, v69), for whom the most frequently used FPs in normal speech occur
in Lombard speech as well, though the frequencies change somewhat. For other speakers,
one FP type simply does not occur in Lombard speech at all, such as um for speaker v26,
hm for speaker v47. or glottal FPs for speaker v30.

Figure 12. Frequency distribution of FPs for twelve sample speakers comparing their production
of FPs in normal speech (left-hand side for each speaker) vs. Lombard speech (diagonal stripes;
right-hand side for each speaker).

6.2. Duration

FP durations for all tokens in normal and Lombard speech conditions combined vary
considerably between speakers (Table 4): mean glottal FP durations range from 93 ms to
629 ms, while standard deviations per speaker range from as little as 24 ms to over 600 ms.
A small standard deviation for an individual speaker means that the speaker is quite
consistent in producing FPs with similar durations, while a high standard deviation means
that the speaker exhibits considerable variance. Mean duration for the nasal FP ranges from
160 ms to 721 ms (sd: 82–350 ms) for the twelve sample speakers. The durations for the
vocalic FP are less variable, ranging from 190 ms to 450 ms, and within-speaker variation
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is smaller (sd: 70 ms to 280 ms). The general trend that um is longer can be seen for the
speakers selected here (mean: 330–650 ms, sd: 46–315 ms). Glottal FPs seem to vary the
most in duration between speakers, while the vocalic FP uh varies the least.

Table 4. Minimum and maximum mean duration values and standard deviation (in ms) of the FPs in
the sample set of twelve speakers.

FP Type Minimum Maximum

uh 188 (69) 448 (278)
um 334 (46) 648 (315)
hm 161 (82) 721 (349)

gl FP 93 (24) 629 (615)

To illustrate the speakers’ individual patterns, Figure 13 shows the pooled durations
of the typical FPs uh and um in the normal and Lombard conditions. It is apparent when
looking at the sample set that the durations of FPs in both conditions seem to not depend
on each other. It is not the case that FPs are always longer in one condition than in the
other, nor that the variance is always higher in one of the two conditions. While speakers
v12 and v47 show similar standard deviations in both conditions and a similar increase
in duration in the Lombard condition, other speakers (v26, v81) do not show this pattern.
Between-speaker differences in FP duration seem to be slightly larger than the within-
speaker differences that result from the normal–Lombard difference. For example, speaker
v12 has a relatively low mean FP duration in both the normal and Lombard conditions,
whereas speaker v72 has relatively high values in both conditions. Overall, however, the
difference in the within-speaker and between-speaker variations is not large.

Figure 13. FP duration of the typical FPs uh and um per speaker (pooled) as a function of speech
condition.

6.3. Pause Context

The mean durations of pauses per speaker for all tokens in the normal and Lombard
conditions combined seem to be even more variable than the mean durations of the FPs
themselves (see Figure 14 for simple pauses). FP-preceding pauses, regardless of type
(simple pauses, waiting pauses, task changes), range from almost 800 ms to 2831 ms, with
the standard deviation being similarly variable (sd: 562–2977 ms). The high standard
deviation value seems to be caused by speaker v37 (see Figure 14), as the other participants
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show smaller variations from the mean. FP-following pauses show a general trend of
being shorter, ranging from 474 ms to 1561 ms (sd: 309–1895 ms). The addition of speech
condition to this variable does not add any insightful information other than more variance,
as was the case above for FP duration; for this reason, we refrain from adding the factor to
Figure 14.

Figure 14. Duration of pauses surrounding FPs per speaker. Only simple pauses (p) are considered;
waiting pauses and task changes are excluded.

6.4. Voice Quality

In this section we only look at particle-initial creaky voice or glottal pulses, as they
are very infrequent in final position, as shown above in Section 5.4. The production of
creaky voice and glottal pulses in the set of sample speakers is highly variable. Certain
speakers (v26, v30, v37, v45, v47, v81) produced fewer than ten instances in each condition
with a portion of this voice quality, as measured independently of their total number of
FPs produced (see Figure 15). A speaker to highlight here is v45, who produced 86 uh
and um FPs in total, of which only three instances were produced with initial creaky voice
or glottal pulses. All of these were produced in the Lombard condition. Equally low is
the number for speaker v37; this participant, however, produced only 32 uh and um FPs
in total. The speakers who produced more than ten tokens using creaky voice or glottal
pulses in their FPs tend show more variance between conditions. For example, speaker v05
produced around 70% of all their FPs with a non-modal voice in the beginning of the FPs.
The majority of these were produced with glottal pulses instead of creaky voice, which
was more the case in the normal condition than in the Lombard condition. Speaker v12, in
contrast, produced non-modal voice portions more frequently in the Lombard condition.
Two speakers (v69, v72) produced more than twenty FP tokens with creaky voice or glottal
pulses in the normal condition and none or very few in the Lombard condition. Only
four out of twelve speakers (v37, v47, v62, v81) can be considered to not show differences
between the two conditions. Thus, between- and within-speaker differences seem to be
quite high for this feature.
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Figure 15. Number of particle-initial creaky voice portions and glottal pulses in the twelve sample
speakers. The values at the top denote the speakers’ total number of the FPs uh and um, which are
the FPs for which creaky voice and glottal pauses were annotated.

6.5. Vowel Quality

The general trend for the Lombard condition is a decreased vowel space and a lowering
of the mean F1 value. For our sample speakers, a decrease of the vowel space can be seen
for nine out of the twelve speakers (Figure 16). Of the remaining three, two (v69, v81)
show a rather similar vowel space for the vowels in the FPs, while only one (v75) shows a
clear increase in vowel space in the Lombard condition. All of the sample speakers show a
lowering of the vowel space in the Lombard condition compared to the normal condition,
which is equivalent to an F1 increase. A change in F2 seems to be absent. The speakers
vary considerably in how much of the vowel space is used for the FP vowels. While certain
speakers (v05, v12, v75, v81) produce their FP vowels in a quite limited vowel space, other
speakers’ vowels (v45, v47, v72) expand over a large portion of the central vowel space.

6.6. Discussion

Our glimpse into speaker specificity on the basis of twelve sample speakers shows
high variation in FP frequency distribution, FP duration, pause duration, voice quality, and
vowel quality. A certain amount of this variation is due to variation between speakers,
which has positive implications for forensic voice comparison; however, there is substantial,
though slightly less, variation within speakers. Part of this within-speaker variation follows
the statistical patterns addressed in the previous section, while part of it does not, and the
degree to which the patterns are congruent or incongruent with the general trend differs.
There are mixed findings in the literature in terms of speaker specificity when using a
disfluency profile. McDougall and Duckworth (2018) found a consistent pattern in two
tasks (an interview and a telephone conversation), while Harrington et al. (2021) showed
deviating patterns for the same speakers in a third task (a voicemail message).

A specific characteristic of this study lies in the fact that two speech conditions,
normal and Lombard, were investigated; the differences between these conditions have
relatively strong impacts on several speaker characteristics, and as such they are classified as
“mismatched conditions” (Alexander et al. 2005). This is in contrast to matching conditions
(e.g., the same or similar speech task performed two weeks apart). Intra-speaker variation
is expected to be stronger under mismatched conditions than under matching conditions.
It would be possible to reduce the intra-speaker variation by applying a normalisation
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procedure that takes into account the statistically dominant patterns of the normal–Lombard
distinction. For example, the duration of FPs could be increased in normal condition or
decreased in Lombard condition before the voice comparisons are conducted. This would
increase the comparison scores (i.e., reduce the difference) when speakers who follow the
dominant trend closely are compared while decreasing them for other speakers; altogether,
such a normalisation procedure would probably increase speaker discrimination. Had the
same methods we used here been used on a dataset using matching conditions instead,
intra-speaker variation for the FP features would be expected to be lower. As both the results
of the aforementioned studies by (Harrington et al. 2021; McDougall and Duckworth 2018)
and those of the present paper suggest, the difference between matching and mismatched
conditions is somewhat of a continuum, at least as far as FP patterns are concerned.

Figure 16. Vowel quality of the FPs uh and um in normal speech vs. Lombard speech in comparison to
the corner vowels [a:], [i:], and [u:] for twelve sample speakers. Ellipses include 95% of all data points.

7. General Discussion

As outlined above, we investigated the filler particles (FP) used in a spontaneous
speech corpus of 100 male native German speakers. In our analyses, we looked into the use
of the five phenomena uh, um, hm, glottal FPs, and tongue clicks and the feature frequency
distribution of FPs, FP duration, pause duration, voice quality, and vowel quality.

All in all, we showed that the phenomena which are often disregarded in disfluency
research, namely, glottal FPs and tongue clicks, are equally as frequent as the FPs uh, um,
and hm. In this corpus, the vocalic type uh and tongue clicks occur as the most frequent FP
phenomena, and glottal FPs are nearly as common as the FP type um, though it should be
noted that percussives are grouped under tongue clicks here and may contribute to the high
rate of clicks in the corpus. Nasal FPs hm are quite rare. Considering the duration of the FP
types uh and um, the pause context seems to have an influence on their duration, in that FPs
that are produced within pauses are longest, followed by IPU-final FPs and then IPU-initial
FPs. FPs occuring within speech stretches are shortest. We call this a duration hierarchy.
Furthermore, we can confirm previous findings that the FP uh is less often flanked by a
pause than the FP um (Belz 2021; Clark and Fox Tree 2002); uh is used very rarely after
waiting pauses and task changes, which means that the introduction of new content entails
the FPs um and hm rather than uh. It is apparent that non-modal voice is very common in
the beginning of the FPs uh and um, as over 40% of each FP type includes an initial glottal
stop or creaky voice of varying length. The vowel quality of the typical FPs (uh/um) is
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spread over a large area of the central vowel space, and they show a very high degree
of overlap.

The main findings of the comparison between the normal speech condition and the
Lombard condition include that Lombard speech promotes the production of tongue clicks
and that the frequency of the FPs uh, um, and hm decreases. Durational measures of FPs and
surrounding pauses increase, which is moreso the case for the longer waiting pause type. An
interesting effect on vowel quality can be observed in Lombard speech. The vowel space in
the Lombard condition taken up by the vowels of the FPs is drastically reduced compared
to the normal condition, along with the typical F1 increase. The reasons for this are yet
unknown, though the increased muscle tension that is needed for the increased vocal
effort and the higher intensity may play a role (Wohlert and Hammen 2000). Articulation
rate was included as a control variable in the linear mixed models, though it is only a
significant factor in predicting the first formant values; the difference of 30 Hz per increase
in articulation rate may, however, be rather small considering the large increase in speaking
tempo. For example, a change in articulation rate of two units (from 3 syll/sec to 5 syll/sec)
only increases the F1 by 60 Hz, according to the linear mixed model.

Speaker specificity was investigated on the basis of twelve sample speakers. We
found a high degree of between-speaker variation as well as a substantial amount of
within-speaker variation in terms of both the features investigated and the different filler
particles. A certain amount of the within-speaker variation is internal to the conditions
(expressed as the standard deviations per condition), while the rest is due to the normal and
Lombard conditions. The details have been presented in Section 6. The two conditions are
of the mismatched type, which means that strong intra-speaker variation can be expected.
It would be possible to reduce some of this variation by implementing a normalisation
procedure in which the statistical differences are taken into consideration, though even then
the speaker discrimination performance would probably remain lower compared to the case
of matching conditions. It is possible that the patterns of intra- and inter-speaker variation
would look somewhat different if the twelve speakers had been selected randomly instead
of using the selection process described at the beginning of Section 6. Further research into
speaker specific disfluency patterns in German using several recordings from the same
speaker in a variety of conditions could provide a more complete picture of the nature
and size of the within-speaker effects. Another research goal executable with the available
dataset would be to use all 100 speakers instead of only twelve for a full investigation
of the speaker discrimination potential of the FP features. Using the likelihood ratio
framework for such an investigation would have the advantage that the implications
for forensic phonetics could be fully worked out. Though such a study was beyond the
scope of the present paper, even with the current results two implications for forensic
phonetics can be pointed out. First, the average values shown for the different FPs and their
features in the two conditions, along with the standard deviations, provide an indication
of the typicality patterns addressed in Section 1.6, i.e., which feature values are typical
of the relevant population of speakers (here, adult male German speakers) and which
are non-typical. Second, while the articulation rate was measured and included in the
statistical models, it had almost no effect on the features. This indicates strong independence
between the disfluencies studied here and the articulation rate. Because both disfluency and
articulation rate are frequently used speaker characteristics in voice comparison casework,
this independence is beneficial when combining results from different characteristics (Gold
and French 2011; Jessen 2018).
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Appendix A. Linear Models Output

Table A1. Model output of the linear model for pause duration as the dependent variable and pause
position (pre/post) and pause type (p, p_w, tc) as independent variables.

Estimate Std. Error t-Value Pr (<|t|)

(Intercept) 1.083 0.036 30.32 <0.001 ***
typepre 0.094 0.053 1.77 0.08
pausetypep_w 1.202 0.121 9.96 <0.001 ***
pausetypetc 2.477 0.227 10.92 <0.001 ***
typepre:pausetypep_w 0.803 0.16 5.02 <0.001 ***
typepre:pausetypetc 0.308 0.246 1.26 0.21

Table A2. Model output of the linear mixed model for frequency, with the rate per minute of FPs as
the dependent variable and the FP type, condition, and articulation rate as independent variables.

Estimate Std.
Error df t-Value Pr (<|t|)

(Intercept) 3.31 0.87 280.07 3.81 <0.001 ***
fp_typegl −1.89 0.24 890.83 −7.81 <0.001 ***
fp_typehm −2.1 0.24 890.83 −8.7 <0.001 ***
fp_typeuh 0.41 0.24 890.83 1.67 0.09
fp_typeum −1.14 0.24 890.83 −4.71 <0.001 ***
conditionLombard 0.91 0.25 947.46 3.65 <0.001 ***
articulationrate −0.16 0.21 266.15 −0.75 0.45
fp_typegl:conditionLombard −0.56 0.34 890.83 −1.63 0.1
fp_typehm:conditionLombard −1.18 0.34 890.83 −3.45 <0.001 ***
fp_typeuh:conditionLombard −1.36 0.34 890.83 −3.98 <0.001 ***
fp_typeum:conditionLombard −1.19 0.34 890.83 −3.47 <0.001 ***

Table A3. Model output of the linear mixed model for duration with the duration of FPs (in seconds)
as the dependent variable and the FP type, condition, and articulation rate as independent variables.

Estimate Std.
Error df t-Value Pr (<|t|)

(Intercept) 0.502 0.065 724.9 7.7 <0.001 ***
conditionLombard 0.048 0.009 3027 5.55 <0.001 ***
fp_typeum 0.162 0.01 3289 16.11 <0.001 ***
articulationrate −0.017 0.016 772 −1.04 0.3
prepause+ −0.037 0.007 3296 −5.63 <0.001 ***
postpause+ −0.109 0.007 3280 −16.26 <0.001 ***
conditionLombard:fp_typeum −0.023 0.013 3261 −1.73 0.08

https://osf.io/yf3et/
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Table A4. Model output of the linear model for the pause duration as the dependent variable
and the pause position (pre/post), pause type (p, p_w, tc), and condition (normal/Lombard) as
independent variables.

Estimate Std.
Error t-Value Pr (<|t|)

(Intercept) 0.985 0.048 20.53 <0.001 ***
typepre 0.045 0.072 0.62 0.54
pausetypep_w 1.204 0.165 7.31 <0.001 ***
pausetypetc 2.206 0.284 7.78 <0.001 ***
conditionLombard 0.211 0.07 2.99 <0.01 **
typepre:pausetypep_w 0.408 0.213 1.92 0.06
typepre:pausetypetc 0.152 0.31 0.49 0.62
typepre:conditionLombard 0.09 0.105 0.85 0.39
pausetypep_w:conditionLombard −0.012 0.238 −0.05 0.96
pausetypetc:conditionLombard 0.765 0.46 1.66 0.1
typepre:pausetypep_w:conditionLombard 1.048 0.317 3.31 <0.001 ***
typepre:pausetypetc:conditionLombard 0.253 0.496 0.51 0.61

Table A5. Model output of the linear mixed model for the first formant with the F1 (in Hz) as the
dependent variable and the FP type, condition, and articulation rate as independent variables.

Estimate Std.
Error df t-Value Pr (<|t|)

(Intercept) 312 34 1115.03 9.27 <0.001 ***
conditionLombard 97 4 2978.47 22.32 <0.001 ***
fp_typeum 0.6 5 3061.22 0.12 0.9
articulationrate 30 8 1181.06 3.61 <0.001 ***
fp_dur 10 9 3054.38 1.18 0.24
prepause+ −10 3 3046.97 −3.08 <0.01 **
postpause+ −0.5 3 3031.99 −0.14 0.89
conditionLombard:fp_typeum 12 7 3010.67 1.85 0.06

Table A6. Model output of the linear mixed model for the second formant with the F2 (in Hz) as the
dependent variable and the FP type, condition, and articulation rate as independent variables.

Estimate Std.
Error df t-Value Pr(<|t|)

(Intercept) 1307 74 1383.6 17.63 <0.001 ***
conditionLombard 15 9 3020.62 1.61 0.11
fp_typeum 10 11 3056.78 0.93 0.35
articulationrate 10 18 1506.81 0.55 0.59
fp_dur −107 19 3047.17 −5.63 <0.001 ***
prepause+ −4 7 3039.32 −0.54 0.59
postpause+ 29 7 3025.15 3.99 <0.001 ***
conditionLombard:fp_typeum −34 14 3007.09 −2.47 <0.05 *

Notes
1 As opposed to “true” acoustic silence, where background noise is absent.
2 The majority of forensic phonetic casework deals with male voices, which is why most research in this area focuses on this

speaker group.
3 Maclay and Osgood (1959) found a mean of 152 words/min.
4 Converting this unit to a rate per minute is more difficult than for the rate per 100 words, as syllable duration is highly depend on

the syllable structure and the stress and pause context (Crystal and House 1990). We reached an approximation by taking the
most frequent syllable structure (CVC) reported by Crystal and House (1990) and calculating the mean duration of the CVC type
before and after pauses in stressed and unstressed position (mean = 250 ms).

5 Due to legal issues, the corpus is not freely available though the data files and our R script are available on OSF: https:
//osf.io/yf3et/ (accessed on 20 October 2022).

https://osf.io/yf3et/
https://osf.io/yf3et/
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6 In certain cases there may be one or four taboo words instead.
7 Note that these are not the same as glottal FPs, as a vowel may still be discernible.
8 Maximum formant: 5000 Hz; maximum number of formants: 5; window length: 0.025 s; dynamic range: 50 Hz.
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